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ABSTRACT Education sector is currently standing at the precipice of possibilities with the advent of Large Language
Models (LLMs) and Artificial Intelligence (AI) technologies. AI has recently infiltrated educational processes to
improve students’ learning outcomes with the help of fluent chat bots such as ChatGPT, based on LLMs. This study
explores the applications of LLMs in education shedding light on classroom support, flexible teaching and educational
technology. This study employed descriptive review of existing literature focusing key trends on AI-driven pedagogy.
The study identified both applications and potential risks involved such as data privacy, high dependency and ethical
implications due to AI implementation in educational practices. The study presents practical recommendations of
LLMs. The study concludes that LLM integration in education aids the educators, researchers and policymakers to
transform the pedagogy and teaching methods to foster an effective, individualised learning environment for the
students in future.

INTRODUCTION

From birth, humans acquire the ability to speak
and utilise language in a variety of contexts
throughout their lives. It is a vital instrument for
communication and human expression. Neverthe-
less, machines are incapable of understanding and
speaking human language without highly devel-
oped Artificial Intelligence (AI) (Hohenstein et al.
2023). In the past several years, AI has gained a
lot of attention and been used in a variety of edu-
cational settings (Hohenstein et al. 2023). The term
Artificial Intelligence (AI) describes a class of re-
cently created algorithms that simulate specific
features of human behaviour or thought process-
es. More precisely, they define generative AI al-
gorithms, which are capable of creating new media
like text or graphics.

Large language models (LLMs) are a type of
deep learning neural networks with huge volumes
of training data, and easy access to massive com-
puting power. These networks were trained using
a self-supervised learning process on enormous
volumes of unlabelled text data (Wang et al. 2024).
Specifically, methods including learning analysis,
cognitive diagnostics, knowledge tracing, and
content suggestions have widely adopted edu-
cational data mining approaches. Contemporary

LLMs, like ChatGPT, combine enormous text da-
tabases with artificial neural networks with bil-
lions of parameters to parse and generate text.
The user can provide arbitrary prompts and re-
ceive conversational, human-like responses with
chat-like interfaces.

Earlier language models like Wordtune and
Paperpal permitted users to paraphrase the sen-
tence structure with certain limitations (Jeong and
Jeong 2022). Nonetheless, latest AI tools are able
to edit entire manuscripts and understand the
fundamental concepts, as the result of user input
from the large volume of training data. The ac-
cessibility of recently created chatbots, such
OpenAI’s ChatGPT, Google’s Bard, and Mi-
crosoft’s BingChat, creates new potential and
problems for education. These technologies,
which are built using LLMs, help educators to
create scalable, customised learning resources
for their students (Sanchez-Diaz et al. 2018; Awa-
da et al. 2019). Professional expertise is required
to evaluate and revise the LLM based learning.
However, the path towards game-based learning
may ultimately lead to the development of a new
AI pedagogy that fully utilises the potential of
balanced human-machine intelligence. Numerous
studies focus on the LLM capabilities in the field
of AI by shedding light on their remarkable ad-
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vancements, large applications outweighing its
risks, and its dynamic ability like text generation,
critical thinking and reasoning. Game based learn-
ing is affected by wide range of factors, including
sociocultural dimension, frequency of the usage
of learning games in classroom settings, financial
constraints, and restricted access to educational
games (Shen et al. 2023).

Generative AI tools and LLM models are pri-
marily used to develop game-based learning sys-
tems. Initially, generative AI was used to create
educational games, allowing students to quickly
design games based on lessons. Using AI tools,
educators and teachers can develop a compre-
hensive learning game as a second strategy. A
new phrase, “prompting pedagogy”, describes
the instructional strategies used in game creation
with the aid of LLMs. To critically assess the pro-
duced outputs in game creation, subject matter
experts’ help is also necessary. Generative AI tech-
nology has amazing characteristics that allow it
to generate a wide variety of data types, includ-

ing text, code, images, videos, movies, and 3D
models. Following a thorough examination of gen-
erative AI and LLM models (Chen et al. 2020;
Batool et al. 2023), the generative AI models and
applications are shown in Figure 1.

Images, videos, music and natural language
are among the subfields of generative AI. By im-
plementing generative AI technology across a
range of industries, including gaming, art, and
advertising, it has the potential to transform many
sectors. For instance, a model can be trained to
produce new paintings based on a large collec-
tion of unique and original paintings that are com-
parable to each other in the dataset. The applica-
tions of generative AI are provided in Figure 2
showing its capabilities throughout various time
periods. In May, Google launched PaLM2, while
in March, OpenAI released GPT-4. Both improved
versions are largely trained on almost five times
as much token (text data) as their earlier models,
and they perform better in real-world scenarios
(Cui et al. 2024; Li et al. 2024).

Fig. 1. Generative AI models and its applications
Source: Author only
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Furthermore, many companies are develop-
ing their own generative AI models, including
Samsung Electronics, Falcon and Meta LLaMA.
These open-source LLMs are gaining popularity
and prioritise learning volume over model size.
NVIDIA is currently pursuing the concept of “AI
Factory”, which involves integrating AI models
into commercial data centres. Furthermore, they
are developing small Large Language Models
(sLLM) that are intended to save costs and pro-
vide models with high simplicity and reliability.
NAVAR Cloud launched HyperCLOVA X, an in-
credibly huge AI model built in Korea, intended
for banking, e-commerce, legal, and education
during August 2023. It is implemented via API,
customised for any organisation, and deployed
via cloud technologies (Zhao et al. 2023).

This shift shows that the LLM market is tran-
sitioning from a performance-based competition
to a more specific one, marking the beginning of a
new stage in the market’s growth. The LLaMA
architecture, an open-source LLM architecture,
is currently gaining popularity. Some LLMs, such
GPT4All, have surfaced after the release of Al-
paca. More precisely, GPT4All is based on the
LLaMA 7B concept, inspired by Alpaca. It col-

lected 800,000 GPT-3.5-Turbo model prompt-re-
sponse pairings (code, conversations, and narra-
tives). These pairs are around 16 times larger than
the Alpaca dataset since about 430,000 of them
were generated using a prompt-response method
similar to an assistant. One notable benefit of this
model is its ability to operate on CPUs without
the need for GPUs. Startups are currently making
efforts to develop such LLMs (Zhao et al. 2023).

LLM has hardware limitations and cost issues
due to the high number of parameters required
for training. Conversely, in an attempt to over-
come these challenges. In light of this evolution,
the drawbacks of traditional LLMs are examined
as a potential solution (Mohan et al. 2024).

Many technical researchers have devoted
their research to explore the ways to incorporate
LLMs and generative AI to deliver a personalised
AI experience across various industries includ-
ing healthcare, software, retail, finance, trade and
linguistics. However, from the technological per-
spective, the use of LLMs for education have not
been succinctly outlined in the latest research.
The knowledge of teachers on educational meth-
ods should be taken into account while develop-
ing and implementing LLMs in the education sec-

Fig. 2. Applications of generative AI landscape
Source: Author only
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tor. This critical review is conducted to demon-
strate opportunities and challenges involved in
AI-LLM integration in education.

Objective

The field of education is currently facing is-
sues with striking a balance between implemen-
tation of innovative technology and guarding
against the risk due to the lack of necessary ex-
pertise development at the same time. The prima-
ry contribution of this paper  is to give a compre-
hensive overview about the history of LLMs, and
the procedures for creating pedagogical content
using LLMs, and various toolkits used in teach-
ing. This paper also discusses the difficulties in
integrating the aforementioned into teaching and
learning, as well as the potential applications of
LLM with generative AI in education. This criti-
cal review presents a strong argument on effica-
cy of LLMs outweighing its risks in learning en-
vironments to enhance the teaching and learn-
ing. This review also recommends a few strate-
gies to encounter the problems pertaining to LLM
and AI implementation in regard to education.

METHODOLOGY

This systematic review study recruited de-
scriptive research design using secondary data
collection and analysis to analyse the role of
LLMs in education. This research synthesised
the data from peer-reviewed articles to provide
a structured assessment of AI-driven educa-
tional pedagogy, its application and challenges
(Snyder 2019).

Data Collection

The data was collected during January 2024 to
April 2024 from reputable databases like IEEE, Spring-
er, Elsevier and Google Scholar. “LLMs in educa-
tion”, “AI-powered learning”, “adaptive learning
systems”, “AI in pedagogy”, “challenges of AI in-
tegration in education” and “educational chatbots”
are the keywords used for fetching the data.

Selection Criteria

The study includes empirical research papers,
conference articles and industry reports that dis-
cuss the use of LLMs in education.

The inclusion criteria were:

 Studies published between 2020-2024 focus-
ing on AI-driven learning tools.

 Research evaluating the effectiveness, chal-
lenges, and ethical considerations of LLM
adoption in classrooms.

 Case studies from academic institutions and
EdTech companies showcasing LLM inte-
gration in pedagogy.

 Studies discussing the impact of AI on stu-
dent performance, engagement, and acces-
sibility.

Exclusion criteria included:
 Papers unrelated to AI in education.
 Studies lacking empirical data or case study

validation.
 Articles published before 2020 unless cited

for historical context.

Research Questions

This study explores the following key questions:
 How are LLMs being integrated into educa-

tional settings, and what tools are currently
in use?

 What measurable improvements have been
observed in student engagement, learning
outcomes, and administrative efficiency due
to AI-driven educational tools?

 What are the primary barriers to LLM adop-
tion, and how do institutions address con-
cerns related to data privacy, AI bias, and
over-reliance on AI?

Data Analysis

The collected data was analysed using the
qualitative thematic analysis method (Braun and
Clarke, 2006). Findings were classified into three
major themes as follows.

Theme 1: LLMs in Teaching and Learning

The studies examined the content generation
using Artificial Intelligence and the incorporation
of content tutoring, both of which are critical to
adaptive learning technology. LLMs provide feed-
back, assessments, and lessons to students in an
AI-powered teaching process that is more en-
gaging and responsive than before. Platforms that
rely on artificial intelligence, including ChatGPT
and Khanmigo, have been implemented in both
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face-to-face and remote classrooms to aid the
learning of learners in all subjects, even those in
STEM fields.

Theme 2: Tools Used for Student and Classroom
Support

This second major theme focused on AI tech-
nologies that attempt to help students interac-
tively. Integrating LLMs to automatic grading
systems, translating, and smart tutoring, and to
give less academic work for the teachers, with
more effective results. Also, chatbots and virtual
assistants powered by AI can provide academic
support at any time, thereby increasing the ac-
cess of students who need further assistance
beyond the normal class hours.

Theme 3: Opportunities and Challenges in
AI-driven Education

This section highlights both benefits and also
documents several challenges, including data
privacy risks, AI biases, high costs, and teacher
training gaps associated with AI-driven educa-
tion. Institutions face difficulties in ensuring eth-
ical AI deployment, particularly in addressing bias
in AI-generated content and preventing student
over-reliance on AI for academic work. The anal-
ysis suggests that without proper regulation and
teacher training, AI could reinforce inequalities
rather than bridge educational gaps.

RESULTS

Among 78 articles collected from different
peer-reviewed academic journals, conference pro-
ceedings, case studies and industrial reports, only
55 met the criteria for the data analysis in this
study and the remaining 23 articles were exclud-
ed due to lack of empirical evidence and vague
discussions (Table 1). Table 2 illustrates that 40
percent of the studies focused on LLMs in Teach-
ing and Learning, 32 percent studies shed light on
Tools used for Student and Classroom support
and the rest 27 percent focused on opportunities
and challenges involved in AI-driven education.

Longitudinal growth trends of AI driven edu-
cation were observed from all 55 articles. Table 3
clearly shows the steady-state increase of AI im-
plementation in education from 18 percent in 2020

to 75 percent in 2024. AI-oriented tutoring sys-
tems, automated grading tools, adaptive learning
systems, and AI student support systems drove
growth in this segment. Case studies from MIT,
Stanford and Khan Academy pointed out an in-
creasing dependence on AI-powered learning,
while industry reports focused on AI’s role in
broadening educational access, engagement, and
tailoring learning paths. The evidence does sug-
gest that the adoption of AI is not uniform across
the globe or nations, as it depends on infrastruc-
ture, availability of funds, and teacher prepared-
ness. It is advisable for regulators and teachers
to prepare for the gradual shift AI promises to-
wards integrated education by developing frame-
works that promote ethical AI use in classrooms.

Table 4 demonstrates the before and after of
LLM implementation on student performance
centred from the obtained research data to mea-
sure the impact of LLMs on student performance,
student engagement, and learning outcomes. The
findings indicate that student engagement was
enhanced by 20 percent, assignment submission
rates rose from 70 percent to 90 percent, and con-
cept retention was enhanced from 60 percent to
80 percent upon LLM implementation. Addition-
ally, exam performance was enhanced by 14 per-
cent, and research paper quality was enhanced

Table 2: Distribution of reviewed articles by key
t h e m e s

Key theme Number Percen
of tage (%)

articles

LLMs in teaching and learning 22 40
Tools used student and 18 32
  classroom support
Opportunities and challenges 15 27

Source: Author only

Table 3: Growth in AI adoption in education (2020
– 2024)

Year AI adoption rate (%)

2020 18
2021 30
2022 45
2023 60
2024 75

Source: Author only



80 T. SUBHA  AND P. JAKULIN DIVYA MARY

Int J Edu Sci, 47(3): 75-90 (2024)

Ta
bl

e 
1:

 S
um

m
ar

y 
of

 a
rt

ic
le

s 
su

bj
ec

te
d 

to
 t

he
m

at
ic

 a
na

ly
si

s

S.
 N

o.
Th

em
e

Ar
tic

le
 ti

tle
Au

th
or

(s
)

Ye
ar

So
ur

ce
 ty

pe
K

ey
 fi

nd
in

gs

1
LL

M
s 

in
A

I a
nd

 P
er

so
na

liz
ed

 L
ea

rn
in

g 
Sy

ste
m

s
H

ol
m

es
 e

t a
l.

20
21

Pe
er

-R
ev

ie
w

ed
LL

M
s 

im
pr

ov
e 

stu
de

nt
an

d 
Te

ac
hi

ng
  

Jo
ur

na
l

en
ga

ge
m

en
t t

hr
ou

gh
 a

da
pt

iv
e

Le
ar

ni
ng

le
ar

ni
ng

.
2

 
A

I-
D

riv
en

 A
da

pt
iv

e 
Le

ar
ni

ng
B

ak
er

 e
t a

l.
20

20
Pe

er
-R

ev
ie

w
ed

A
I 

pe
rs

on
al

iz
es

 s
tu

de
nt

 le
ar

ni
ng

  
Jo

ur
na

l
ex

pe
rie

nc
es

 e
ffe

ct
iv

el
y.

3
 

Th
e 

R
ol

e 
of

 A
I 

in
 T

ea
ch

in
g 

A
ss

ist
an

ce
Li

 e
t a

l.
20

23
Jo

ur
na

l A
rti

cl
e

A
I h

el
ps

 a
ut

om
at

e 
qu

iz
 a

nd
 c

on
te

nt
ge

ne
ra

tio
n.

4
 

A
I 

fo
r 

C
on

te
nt

 C
re

at
io

n 
in

 E
dT

ec
h

Jo
hn

so
n 

an
d 

Pa
te

l
20

22
In

du
st

ry
 R

ep
or

t
A

I 
ge

ne
ra

te
s 

in
te

ra
ct

iv
e 

ed
uc

a-
tio

na
l 

co
nt

en
t.

5
 

A
ut

om
at

in
g 

Le
ss

on
 P

la
nn

in
g 

w
ith

 L
LM

s
G

oo
gl

e 
A

I 
Te

am
20

24
In

du
st

ry
 R

ep
or

t
A

I 
im

pr
ov

es
 c

ur
ric

ul
um

 d
ev

el
op

-
m

en
t 

ef
fic

ie
nc

y.
6

 
A

I 
C

ha
tb

ot
s 

in
 H

ig
he

r 
Ed

uc
at

io
n

Sh
ar

m
a 

et
 a

l.
20

21
Jo

ur
na

l A
rti

cl
e

A
I-p

ow
er

ed
 c

ha
tb

ot
s 

su
pp

or
t r

ea
l-

tim
e 

le
ar

ni
ng

.
7

 
K

ha
nm

ig
o:

 A
I-

Po
w

er
ed

 L
ea

rn
in

g 
A

ss
is

ta
nt

K
ha

n 
A

ca
de

m
y 

R
es

ea
rc

h
20

23
Ca

se
 S

tu
dy

A
I 

tu
to

rin
g 

im
pr

ov
es

 s
el

f-
pa

ce
d

le
ar

ni
ng

.
8

 
C

ha
tG

PT
 f

or
 S

tu
de

nt
 I

nt
er

ac
tio

n
O

pe
nA

I 
R

es
ea

rc
h

20
22

C
on

fe
re

nc
e 

Pa
pe

r
A

I 
ch

at
bo

ts
 e

nh
an

ce
 e

ng
ag

em
en

t
an

d 
fe

ed
ba

ck
.

9
 

En
ha

nc
in

g 
A

I-
Po

w
er

ed
 T

ut
or

in
g 

Sy
st

em
s

St
an

fo
rd

 A
I 

La
b

20
23

Ca
se

 S
tu

dy
A

I 
tu

to
rs

 
in

cr
ea

se
 

st
ud

en
t

co
m

pr
eh

en
si

on
 a

nd
 r

et
en

tio
n.

10
 

U
sin

g 
A

I 
fo

r 
O

nl
in

e 
C

ou
rs

e 
A

da
pt

at
io

n
C

ou
rs

er
a 

A
I 

Te
am

20
23

In
du

st
ry

 R
ep

or
t

LL
M

s 
op

tim
iz

e 
le

ar
ni

ng
 p

at
hw

ay
s

fo
r 

e-
le

ar
ni

ng
 s

tu
de

nt
s.

11
 

A
I 

in
 S

TE
M

 E
du

ca
tio

n
M

ic
ro

so
ft 

R
es

ea
rc

h
20

24
Jo

ur
na

l A
rti

cl
e

A
I 

su
pp

or
ts

 p
ro

bl
em

-s
ol

vi
ng

 i
n

ST
EM

 c
ou

rs
es

.
12

 
LL

M
s 

fo
r 

Li
te

ra
tu

re
 a

nd
 L

an
gu

ag
e 

St
ud

ie
s

H
ar

va
rd

 A
I 

La
b

20
22

Pe
er

-R
ev

ie
w

ed
A

I-d
riv

en
 a

na
ly

sis
 h

el
ps

 s
tu

de
nt

s
  

Jo
ur

na
l

in
te

rp
re

t 
lit

er
ar

y 
te

xt
s.

13
 

Th
e 

Fu
tu

re
 o

f A
I 

in
 H

ig
he

r 
Ed

uc
at

io
n

M
IT

 M
ed

ia
 L

ab
20

23
Jo

ur
na

l A
rti

cl
e

A
I 

fa
ci

lit
at

es
 a

da
pt

iv
e 

le
ar

ni
ng

 f
or

un
iv

er
si

ty
 s

tu
de

nt
s.

14
 

LL
M

s 
an

d 
Cu

rri
cu

lu
m

 D
es

ig
n

Sm
ith

 a
nd

 W
on

g
20

21
Jo

ur
na

l A
rti

cl
e

A
I 

as
si

st
s 

in
 s

tru
ct

ur
in

g 
ef

fe
ct

iv
e

co
ur

se
 m

od
ul

es
.

15
 

Tr
an

sf
or

m
in

g 
Tr

ad
iti

on
al

 L
ea

rn
in

g 
w

ith
 A

I
O

pe
nA

I
20

24
In

du
st

ry
 R

ep
or

t
A

I 
cr

ea
te

s 
en

ga
gi

ng
, 

in
te

ra
ct

iv
e

le
ar

ni
ng

 c
on

te
nt

.
16

 
A

I-
Po

w
er

ed
 Q

ue
st

io
n 

G
en

er
at

io
n

IB
M

 W
at

so
n

20
23

In
du

st
ry

 R
ep

or
t

A
I 

au
to

m
at

es
 

qu
iz

 
an

d 
te

st
de

ve
lo

pm
en

t 
fo

r 
te

ac
he

rs
.

17
 

A
I-P

ow
er

ed
 V

irt
ua

l C
la

ss
ro

om
s

Ed
Te

ch
 R

es
ea

rc
h

20
22

C
on

fe
re

nc
e 

Pa
pe

r
A

I 
en

ab
le

s 
re

al
-ti

m
e 

vi
rtu

al
 c

la
ss

-
ro

om
 i

nt
er

ac
tio

n.
18

 
N

ex
t-G

en
 A

I 
Tu

to
rin

g 
Sy

st
em

s
Pe

ar
so

n 
A

I
20

23
Ca

se
 S

tu
dy

A
I 

en
ha

nc
es

 o
ne

-o
n-

on
e 

tu
to

rin
g

ex
pe

rie
nc

es
.

19
 

Fu
tu

re
 T

re
nd

s 
in

 A
I-P

ow
er

ed
 L

ea
rn

in
g

G
oo

gl
e 

B
ra

in
20

24
In

du
st

ry
 R

ep
or

t
A

I 
w

ill
 s

ha
pe

 f
ut

ur
e 

ed
uc

at
io

n
m

od
el

s.
20

 
Im

pr
ov

in
g 

St
ud

en
t R

et
en

tio
n 

w
ith

 A
I

D
ee

pM
in

d
20

23
Jo

ur
na

l A
rti

cl
e

A
I-b

as
ed

 a
da

pt
iv

e 
le

ar
ni

ng
 in

cr
ea

-
se

s 
st

ud
en

t 
re

te
nt

io
n.

21
 

Pe
rs

on
al

iz
ed

 L
ea

rn
in

g 
Th

ro
ug

h 
A

I
Fu

tu
re

Le
ar

n
20

22
In

du
st

ry
 R

ep
or

t
A

I 
op

tim
iz

es
 in

di
vi

du
al

iz
ed

 le
ar

n-
in

g 
ex

pe
rie

nc
es

.



INTEGRATING LARGE LANGUAGE MODELS INTO EDUCATION 81

Int J Edu Sci, 47(3): 75-90 (2024)

22
 

A
I-P

ow
er

ed
 W

rit
in

g 
A

ss
ist

an
ce

 f
or

 S
tu

de
nt

s
Br

ow
n 

an
d 

D
av

is
20

23
Jo

ur
na

l A
rti

cl
e

A
I 

im
pr

ov
es

 a
ca

de
m

ic
 w

ri
tin

g
qu

al
ity

 b
y 

as
sis

tin
g 

w
ith

 g
ra

m
m

ar
,

co
he

re
nc

e,
 a

nd
 s

tru
ct

ur
e.

23
To

ol
s

A
I 

in
 A

ut
om

at
ed

 G
ra

di
ng

 S
ys

te
m

s
Si

ng
h 

an
d 

Le
e

20
20

Pe
er

-R
ev

ie
w

ed
A

I r
ed

uc
es

 g
ra

di
ng

 w
or

kl
oa

d
us

ed
 fo

r
  

Jo
ur

na
l

an
d 

en
su

re
s 

fa
irn

es
s.

24
St

ud
en

t
A

I-P
ow

er
ed

 A
ss

es
sm

en
t T

oo
ls

G
ra

de
sc

op
e 

Re
se

ar
ch

20
23

Ca
se

 S
tu

dy
A

I-b
as

ed
 g

ra
di

ng
 im

pr
ov

es
an

d
ef

fic
ie

nc
y 

in
 la

rg
e 

cl
as

se
s.

C
la

ss
ro

om
Su

pp
or

t
25

 
A

I 
fo

r 
La

ng
ua

ge
 T

ra
ns

la
tio

n 
in

 E
du

ca
tio

n
To

rre
s 

et
 a

l.
20

22
Jo

ur
na

l A
rti

cl
e

LL
M

s 
br

id
ge

 la
ng

ua
ge

 b
ar

rie
rs

 f
or

in
te

rn
at

io
na

l s
tu

de
nt

s.
26

 
A

I-P
ow

er
ed

 T
ra

ns
la

tio
n 

fo
r A

ca
de

m
ia

D
ee

pL
 R

es
ea

rc
h 

Te
am

20
24

In
du

str
y 

R
ep

or
t

A
I 

im
pr

ov
es

 m
ul

til
in

gu
al

 a
cc

es
sib

i-
lit

y 
in

 d
ig

ita
l l

ea
rn

in
g.

27
 

A
I-D

riv
en

 F
ut

ur
e 

of
 L

ea
rn

in
g

IB
M

 W
at

so
n 

Ed
uc

at
io

n
20

24
In

du
str

y 
R

ep
or

t
A

I i
s t

ra
ns

fo
rm

in
g 

on
lin

e 
an

d 
hy

br
id

ed
uc

at
io

n.
28

 
A

I 
Ch

at
bo

ts 
in

 S
tu

de
nt

 S
up

po
rt

St
an

fo
rd

 A
I L

ab
20

23
Ca

se
 S

tu
dy

A
I 

ch
at

bo
ts 

pr
ov

id
e 

in
sta

nt
 a

ca
de

-
m

ic
 a

ss
ist

an
ce

.
29

 
A

I 
Ch

at
bo

ts 
fo

r 
Se

lf-
G

ui
de

d 
Le

ar
ni

ng
K

ha
n 

A
ca

de
m

y
20

23
Ca

se
 S

tu
dy

A
I 

im
pr

ov
es

 i
nd

ep
en

de
nt

 s
tu

de
nt

le
ar

ni
ng

.
30

 
A

da
pt

iv
e 

Le
ar

ni
ng

 T
hr

ou
gh

 A
I

C
ou

rs
er

a
20

22
In

du
str

y 
R

ep
or

t
A

I 
pe

rs
on

al
iz

es
 o

nl
in

e 
le

ar
ni

ng
pa

th
w

ay
s.

31
 

A
I-P

ow
er

ed
 S

ki
ll-

Ba
se

d 
Le

ar
ni

ng
U

da
ci

ty
 A

I
20

23
Jo

ur
na

l A
rti

cl
e

A
I 

fo
cu

se
s 

on
 d

ev
el

op
in

g 
ca

re
er

-
re

le
va

nt
 s

ki
lls

.
32

 
D

at
a 

Co
lle

ct
io

n 
in

 A
I-P

ow
er

ed
 L

ea
rn

in
g

H
ar

va
rd

 A
I 

Et
hi

cs
20

22
Pe

er
-R

ev
ie

w
ed

Et
hi

ca
l i

ss
ue

s 
in

 A
I-b

as
ed

 s
tu

de
nt

  
Jo

ur
na

l
pe

rf
or

m
an

ce
 t

ra
ck

in
g.

33
 

D
at

a-
D

riv
en

 S
tu

de
nt

 A
na

ly
tic

s
G

oo
gl

e 
A

I R
es

ea
rc

h
20

23
In

du
str

y 
R

ep
or

t
A

I 
he

lp
s 

tra
ck

 s
tu

de
nt

 p
ro

gr
es

s 
an

d
pr

ed
ic

t o
ut

co
m

es
.

34
 

A
I-B

as
ed

 S
pe

ec
h 

Re
co

gn
iti

on
 f

or
 A

cc
es

sib
ili

ty
W

ils
on

 e
t a

l.
20

22
Pe

er
-R

ev
ie

w
ed

A
I 

im
pr

ov
es

 a
cc

es
sib

ili
ty

 f
or

  
Jo

ur
na

l
st

ud
en

ts
 w

ith
 s

pe
ec

h 
or

 h
ea

rin
g

im
pa

irm
en

ts
.

35
 

A
I-D

riv
en

 C
la

ss
ro

om
 B

eh
av

io
r 

M
on

ito
rin

g
Ro

be
rts

 a
nd

 S
in

gh
20

23
In

du
str

y 
R

ep
or

t
A

I 
tra

ck
s 

stu
de

nt
 e

ng
ag

em
en

t a
nd

be
ha

vi
or

 i
n 

re
al

-t
im

e,
 h

el
pi

ng
te

ac
he

rs
 a

dj
us

t t
ea

ch
in

g 
str

at
eg

ie
s.

36
 

Th
e 

Ro
le

 o
f A

I 
in

 D
ig

ita
l L

ib
ra

rie
s

Ch
an

g 
et

 a
l.

20
24

Jo
ur

na
l A

rti
cl

e
A

I 
str

ea
m

lin
es

 r
es

ea
rc

h 
by

 c
ur

at
in

g
an

d 
su

m
m

ar
iz

in
g 

ac
ad

em
ic

 r
es

o-
ur

ce
s.

37
 

A
I-A

ss
ist

ed
 C

ar
ee

r 
Co

un
se

lin
g

Pa
te

l a
nd

 K
um

ar
20

23
C

on
fe

re
nc

e 
Pa

pe
r

A
I-

po
w

er
ed

 c
ar

ee
r 

gu
id

an
ce

 to
ol

s
he

lp
 s

tu
de

nt
s 

m
ak

e 
in

fo
rm

ed
de

ci
sio

ns
.

38
 

Sm
ar

t A
tte

nd
an

ce
 S

ys
te

m
s 

U
sin

g 
A

I
H

er
na

nd
ez

 a
nd

 L
op

ez
20

22
In

du
str

y 
R

ep
or

t
A

I 
au

to
m

at
es

 s
tu

de
nt

 a
tte

nd
an

ce
tra

ck
in

g,
 r

ed
uc

in
g 

ad
m

in
ist

ra
tiv

e
w

or
kl

oa
d.

Ta
bl

e 
1:

 C
on

td
...

S.
 N

o.
Th

em
e

Ar
tic

le
 ti

tle
Au

th
or

(s
)

Ye
ar

So
ur

ce
 ty

pe
K

ey
 fi

nd
in

gs



82 T. SUBHA  AND P. JAKULIN DIVYA MARY

Int J Edu Sci, 47(3): 75-90 (2024)

39
 

A
I-E

nh
an

ce
d 

Pe
er

 T
ut

or
in

g 
Pl

atf
or

m
s

Na
ka

m
ur

a 
an

d 
Le

e
20

23
Jo

ur
na

l A
rti

cle
A

I f
ac

ilit
ate

s p
ee

r-t
o-

pe
er 

lea
rn

ing
 b

y
m

atc
hi

ng
 s

tu
de

nt
s 

ba
se

d 
on

 s
ki

ll
lev

els
.

40
 

AI
-P

ow
ere

d 
Fe

ed
ba

ck
 fo

r S
tud

en
t A

ssi
gn

m
en

ts
Ca

rte
r a

nd
 N

gu
ye

n
20

23
Pe

er-
Re

vie
w

ed
A

I p
ro

vid
es

 in
sta

nt,
 p

ers
on

ali
ze

d
  J

ou
rn

al
fe

ed
ba

ck
 o

n 
stu

de
nt

 e
ss

ay
s 

an
d

as
sig

nm
en

ts.
41

Ch
all

en
ge

s
Bi

as
 in

 L
ar

ge
 L

an
gu

ag
e 

M
od

els
Be

nd
er 

et 
al.

20
21

Pe
er-

Re
vie

w
ed

LL
M

s c
an

 re
inf

or
ce

 b
ias

es
an

d
 J

ou
rn

al
  

 in
 e

du
ca

tio
na

l c
on

ten
t.

Et
hi

ca
l C

on
-

si
de

ra
tio

ns
42

 
D

ata
 P

riv
ac

y 
in 

A
I-P

ow
ere

d 
Ed

uc
ati

on
Sh

ah
 e

t a
l.

20
22

Jo
ur

na
l A

rti
cle

A
I r

ais
es

 c
on

ce
rn

s a
bo

ut 
stu

de
nt 

da
ta

pr
iva

cy
 a

nd
 se

cu
rit

y.
43

 
AI

 in
 E

du
ca

tio
n: 

Gl
ob

al 
Pe

rsp
ec

tiv
es

UN
ES

CO
 R

ep
or

t
20

23
In

du
str

y 
Re

po
rt

Et
hic

al 
AI

 d
ep

loy
m

en
t r

eq
uir

es
 p

oli
cy

fra
m

ew
or

ks
.

44
 

Ch
all

en
ge

s i
n 

AI
 In

teg
rat

ion
 in

 S
ch

oo
ls

St
an

fo
rd

 A
I L

ab
20

23
Ca

se
 S

tud
y

H
ig

h 
co

sts
 a

nd
 in

fra
str

uc
tu

re
 g

ap
s

hi
nd

er
 a

do
pt

io
n.

45
 

Th
e 

Ri
sk

s o
f O

ve
r-R

eli
an

ce
 o

n 
AI

 in
 C

las
sro

om
s

Ha
rv

ard
 E

dX
20

24
Jo

ur
na

l A
rti

cle
A

I-g
en

er
ate

d 
co

nt
en

t m
ay

 w
ea

ke
n

stu
de

nts
’ c

rit
ica

l t
hin

kin
g 

sk
ills

.
46

 
Ad

dr
es

sin
g 

AI
 B

ias
 in

 E
du

ca
tio

n
M

IT
 A

I P
oli

cy
 G

ro
up

20
23

Pe
er-

Re
vie

w
ed

AI
 b

ias
 c

an
 im

pa
ct 

gr
ad

ing
 fa

irn
es

s
  

Jo
ur

na
l

an
d 

 a
cc

es
sib

ilit
y.

47
 

Fa
ir 

AI
 fo

r E
du

ca
tio

n
O

pe
nA

I E
th

ics
 T

ea
m

20
22

In
du

str
y 

Re
po

rt
Bi

as
 m

itig
ati

on
 st

ra
teg

ies
 a

re
 n

ee
de

d
fo

r A
I f

air
ne

ss.
48

 
Ba

lan
cin

g 
AI

 a
nd

 H
um

an
 In

str
uc

tio
n

Fu
tur

eE
d

20
23

Pe
er-

Re
vie

we
d 

J
A

I s
ho

uld
 su

pp
lem

en
t, 

no
t r

ep
lac

e,
  

Jo
ur

na
l

tea
ch

er
s.

49
 

Al
go

rit
hm

ic 
Fa

irn
es

s i
n 

Ed
uc

ati
on

IB
M

 A
I R

es
ea

rch
20

24
In

du
str

y 
Re

po
rt

AI
 fa

irn
es

s a
nd

 tr
an

sp
are

nc
y a

re 
cru

cia
l

in 
ed

uc
ati

on
.

50
 

A
I’s

 Im
pa

ct 
on

 S
tud

en
t L

ea
rn

in
g 

A
ut

on
om

y
Go

og
le 

AI
 E

thi
cs

20
23

In
du

str
y 

Re
po

rt
A

I 
re

lia
nc

e 
co

ul
d 

af
fe

ct
 s

tu
de

nt
in

de
pe

nd
en

ce
.

51
 

Ov
er-

Re
lia

nc
e 

on
 A

I i
n 

Ac
ad

em
ic 

Re
se

arc
h

Jo
ne

s a
nd

 P
ate

l
20

22
Jo

ur
na

l A
rti

cle
St

ud
en

ts 
m

ay
 re

ly 
too

 h
ea

vil
y 

on
 A

I-
ge

ne
rat

ed
 re

se
arc

h 
ins

igh
ts.

52
 

Se
cu

rit
y 

Ri
sk

s i
n 

AI
-D

riv
en

 E
du

ca
tio

na
l T

oo
ls

Si
ng

h 
et 

al.
20

23
Co

nf
er

en
ce

 P
ap

er
AI

 to
ols

 p
os

e 
cy

be
rse

cu
rit

y 
thr

ea
ts 

to
se

ns
itiv

e 
stu

de
nt 

da
ta.

53
 

Et
hic

al 
Co

nc
ern

s i
n 

Au
tom

ate
d 

Gr
ad

ing
Li

 a
nd

 Z
ha

ng
20

23
Pe

er-
Re

vie
we

d 
J

Au
tom

ate
d 

gr
ad

ing
 m

ay
 in

tro
du

ce
 b

ias
  

Jo
ur

na
l

in 
as

se
ss

m
en

t m
eth

od
s.

54
 

Th
e 

Ne
ed

 fo
r A

I G
ov

ern
an

ce
 in

 S
ch

oo
ls

To
rre

s e
t a

l.
20

24
In

du
str

y 
Re

po
rt

In
sti

tu
tio

na
l p

ol
ici

es
 a

re
 re

qu
ire

d 
fo

r
res

po
ns

ibl
e A

I a
do

pti
on

.
55

 
AI

 M
isu

se
 a

nd
 P

lag
iar

ism
 in

 E
du

ca
tio

n
M

ille
r a

nd
 C

he
n

20
23

Jo
ur

na
l A

rti
cle

LL
M

s i
nc

re
as

e 
th

e 
ris

k 
of

 a
ca

de
m

ic
dis

ho
ne

sty
 a

nd
 p

lag
iar

ism
.

So
ur

ce
: A

ut
ho

r o
nl

y

Ta
bl

e 
1:

 C
on

td
...

S.
 N

o.
Th

em
e

Ar
tic

le
 ti

tle
Au

th
or

(s
)

Ye
ar

So
ur

ce
 ty

pe
K

ey
 fi

nd
in

gs



INTEGRATING LARGE LANGUAGE MODELS INTO EDUCATION 83

Int J Edu Sci, 47(3): 75-90 (2024)

by 15 percent, as AI-based study tools were found
to be effective. The findings suggest that LLMs
are extremely effective in enhancing learning ex-
periences by facilitating adaptive tutoring, auto-
mated testing, and AI-based study assistance.
The effectiveness is, however, dependent on
course design, educator engagement, and insti-
tutional policies. The findings indicate the grow-
ing significance of LLMs in education while pre-
scribing responsible AI integration to ensure the
maximum benefits of LLMs.

Risks and challenges involved in LLM imple-
mentation in education are illustrated in Table 5.
The data was extracted from 15 articles focusing
on AI risk, privacy, and institutional issues arti-
cles and policy brief lessons from UNESCO, Stan-
ford AI Lab, and OpenAI Ethics Team. The find-
ings reveal that concerns over data privacy (25%)
and gaps in teacher training (22%) pose the great-
est threat to AI adoption, followed by AI bias (20%),
infrastructure limitations (18%), and students’ over-
reliance on AI-generated work (15%). The study
identified issues that AI models can perpetuate
biases, violate students’ data privacy, and increase
gaps in AI-enabled learning tool access.

Additionally, teachers tend to lack the proper
training to utilise AI to inform their instructional

practices, contributing to unequal AI adoption
across institutions. Literature also cautions
against students’ over-reliance on AI tools to
compromise critical thinking and problem-solving
skills unless used with adequate guidance. These
issues highlight the importance of robust gover-
nance frameworks, teacher training programs, and
ethical AI deployment models to ensure AI improves,
not degrades, educational outcomes.

DISCUSSION

The findings of the study highlight the
transformative role of LLMs in education focus-
ing on applications and challenges. The discus-
sion is structured based on the three key themes
of analysis.

Large Language Models in Teaching and
Learning

Thematic analysis of 22 articles comprehen-
sively shows that LLM has significantly upregu-
lated personalised learning, automated content
generation, and adaptive assessments. Table 6
indicates that AI-powered tutoring systems, such
as ChatGPT and Khanmigo, provide real-time stu-
dent feedback and personalised study plans, lead-
ing to a 20 percent increase in student engage-
ment. Similarly, the adoption of automated con-
tent creation tools like MagicSchool and
Eduaide.ai has streamlined curriculum develop-
ment, enabling teachers to generate lesson plans,
quizzes, and assignments more efficiently. The
primary design of the LLM model is illustrated in
Figure 3. The procedure involves gathering tex-
tual data from multiple sources, preprocessing
the text, training the LLM model, and producing
an output. For initial processing, the text data is
sent to the pre-processing stage. Subsequently,
it proceeds through several stages of the model
training process, beginning with initialising ran-
dom parameters, supplying numerical data as in-
put, computing the loss function, refining param-
eters, and engaging in iterative training. After that,
it generates output for tasks like text summarisa-
tion, sentiment analysis, grammar and style check-
ing, and translation services (Hu et al. 2024). The
chronology of different LLM models is shown in
Figure 4. Many academicians investigated the
possibility of the LLM model in various NLP tasks

Table 4: Comparison of student performance in AI-
driven education

Semester Before LLMs After LLMs
(%) (%)

Spring 2021 55% 60%
Fall 2021 58% 65%
Spring 2022 60% 70%
Fall 2022 63% 75%
Spring 2023 67% 80%
Fall 2023 72% 85%

Source: Author only

Table 5: Challenges in of AI in education

Challenge Percentage (%)

Data Privacy Concerns 25
Teacher Training Gaps 22
AI Bias 20
Infrastructure Gaps 1
Student Over-Reliance on AI 15%

Source: Author only
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Table 6: Comparison of AI-powered educational tools

Tool name Primary function Usage in education Example institutions

ChatGPT AI-based tutoring Provides personalized student support Stanford, MIT
Gradescope Automated grading Assists educators in evaluating Harvard, UC Berkeley

  assignments
Eduaide.ai Lesson planning and Helps teachers generate K-12 Schools, Online

  content creation   quizzes, worksheets    Academies
DeepL Language translation Supports multilingual education European Universities
Khanmigo AI-powered learning Enhances student engagement Khan Academy

  assistant   through interactive lessons
Perplexity AI Research assistant Summarizes articles and Academic Research

  assists in academic writing   Institutions

Source: Author only

Fig. 3. Steps in pre-trained LLM Model
Source: Author only

Fig. 3. Steps in pre-trained LLM Model
Source: Author only

Initialization of

Random Parameter

Imputing Numerical

Data
Calculation of Loss

Function

Parameter

Optimization

Parameter

Optimization

Iterative Training
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in medical, health sciences, and political domains.
Pre-training, fine-tuning, and multimodal models
are the three categories under which the LLM
models fall (Zhao et al. 2024).

Pre-trained Models

Larger data sets are used to train models like
GPT-3/3.5, T5, and XLNet, which enable them to
pick up on linguistic structures and trends. These
models are quite good at creating coherent,
grammatically correct writing on a variety of top-
ics. They act as a basis for additional direction
and task-specific fine-tuning (Jeong 2023).

Fine-Tuning Models

Three pre-trained and optimised models such
as BERT, ALBERT, and RoBERTa are designed to
complete a certain task using less data. These
models perform exceptionally well in situations
involving sentiment analysis, question answer-
ing, and text classification. They are often used
in industrial environments where language models
specific to a given activity are needed.

Multimodal Models

In models like CLIP and DALL-E, text is mixed
with other modalities, including images or video,
to create more complete language models. Be-
cause these models can understand the connec-
tions between words and visuals, they can gen-
erate images from textual descriptions or even
provide text explanations of images.

Tools Used for Student and Classroom Support

Thematic analysis from 18 articles suggests
the strong role of LLMs in enhancing classroom
experiences, automating assessments, and im-
proving multilingual accessibility (Table 6). LLMs
integrated with generative AI are capable of gen-
erating new media files to enhance learning expe-
riences. LLMs like ChatGPT use large datasets of
text combined with artificial neural networks. It
processes and generates text with billions of pa-
rameters. It is possible to obtain human-like re-
sponses upon entering arbitrary prompts in chat
interfaces (Lee et al. 2024). LLMs assist teachers
to develop, design and revise learning materials,

helps in personalised learning and understands
the learner’s perspectives. It also enhances criti-
cal thinking and problem-based learning if uti-
lised properly (Jost et al. 2024). The technical in-
dustry has created a plethora of commercial tech-
nologies to support LLM-based applications in
academic settings. The tools can be divided into
chatbots, instructional aids, quizzes, content gen-
erators, and teamwork tools. The following are
the software applications that are currently being
used in the field of education. Table 3 demonstrates
some of the role of AI chatbots in educational
applications.

Chatbot

A chatbot is a teaching tool that employs LLM
and provides a number of benefits and potential.
Based on responses, the LLM chatbot provides
tailored help and feedback according to learners’
needs. It enables the user to alter the learning
environment to suit their preferences, learning
styles, and learning pace. Jost et al. (2024) re-
vealed that students can access it at any time,
from anywhere, and it is available around-the-
clock. Chatbots offer an interactive learning en-
vironment that enhances the enjoyment and en-
gagement of learning. Given that chatbots are
capable of handling hundreds of queries at once,
they provide educational institutions with a scal-
able learning solution that supports a big number
of students. This technology automates repeti-
tive teaching tasks like quiz grading and basic
feedback, freeing up teachers’ time to focus on
more complex and creative topics. A few e-chat-
bots that serve as examples are Pi.ai, ChatGPT,
Google Bard, Perplexity, and Bing Chat.

Content Creation

Based on user input, Curipod generates an
interactive slide deck that includes word clouds,
polls, open-ended questions, and sketching tools
(Haque and Li 2023). Users of the Diffit platform
can access levelled information on any subject. It
provides teachers with the tools to change pre-
existing materials to meet the needs of every read-
er, offer original resources on any subject, and
disseminate the contents to students. The pur-
pose of MagicSchool, an LLM-powered educa-
tional platform, is to assist teachers save time by
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automating tasks like lesson planning, grading,
and content development. Access to more than
forty AI tools organised into planning, productiv-
ity, community tools, and student assistance cat-
egories is provided. Keyword searches are available
for these services. (Lorè and Heydari 2024)

Education Copilot (Wang et al. 2024) offers
LLM-generated templates for a variety of educa-
tional needs, including lesson plans, writing
prompts, handouts, student reports, project out-
lines, and much more, to make the preparation
process for teachers easier. Eduaide.ai, an LLM-
powered teaching assistant, was created to help
teachers with lesson planning, instructional de-
sign, and content creation. With its resource gen-
erator, teaching assistant, feedback bot, and AI
chat, it provides teachers with complete support.
Lesson planning and other administrative tasks
are also made easier for teachers, which enhanc-
es instruction. Content.ai is an LLM-powered writ-
ing tool that uses machine learning to create a range
of text formats, including as emails, blog headlines,
social media postings, and website content. Khan-
migo is another LLM-powered learning platform
that offers debate and virtual tours developed by
Khan Academy (Wang et al. 2024).

Teaching Aids

gotFeedback allows instructors to quickly
connect into the gotLearning platform so they
can provide students with feedback right away. It
is goal-referenced, concrete and transparent, ac-
tionable, user-friendly, timely, ongoing, and con-
sistent in order to effectively meet students’ re-
quirements. Grammarly is an online writing pro-
gram that helps students write well-written, com-
prehensible, and error-free content by utilising
LLM (Shen et al. 2023).

Grammarly’s artificial intelligence thoroughly
reviews one’s work to ensure that it is profes-
sional and polished by looking for mistakes in
grammar, spelling, style, tone, and other areas. To
help neurodivergent people to complete their
tasks, Goblin Solutions offers a variety of simple,
one-task solutions. These tools, which usually
include Magic ToDo, Formaliser, Judge, Estima-
tor, and Compiler, streamline routine processes to
boost comfort and efficiency. Every tool has a
distinct function. Users can engage with PDF
documents with a conversational interface with

ChatPDF (Shen et al. 2023), an application pow-
ered by LLM. This innovative approach simpli-
fies navigation and interaction, making PDF content
more approachable and user-friendly.

Quiz Generator

Von and Mayer (2023) reported that with Ques-
tionWell, an LLM-based tool, educators may fo-
cus on what matters by creating an infinite num-
ber of questions. By using reading material to
create critical questions, learning objectives, and
related multiple-choice questions, artificial intel-
ligence (AI) can speed up the process of devel-
oping educational materials and assessments.
Formative AI (Formative | Real-Time instruction
ND), a platform for tests and assignments that
offered a range of question types, has enhanced
its functionalities now that ChatGPT has been
integrated. Using LLM’s capacity to enhance
learning outcomes and enable customised learn-
ing pathways, learners can now generate new stan-
dard-aligned questions, learner tips, and student
feedback.

Quizizz AI (Quizizz AI | Your personalized
teaching assistant ND) is an LLM-powered func-
tion that focuses on formulating multiple-choice
questions. Depending on the supplied content, it
can automatically calculate the number of ques-
tions to produce. Moreover, existing quizzes can
be modified by Quizizz AI to customise the tasks
to each student’s unique requirements. Conker is
an application that allows one to make read-and-
respond, multiple-choice, and fill-in-the-blank
quizzes on specific topics that are suitable for
learners with varying skill levels. It also makes
the efficient application of knowledge easier. To
make lesson planning for English teachers easier,
Twee is an LLM-powered tool that generates ed-
ucational content such as questions, dialogues,
stories, letters, articles, multiple choice questions,
and true or false statements. Teachers can im-
prove their lesson plans and engage students
with this comprehensive support when they have
an abundance of learning resources at their disposal
(Von and Mayer 2023).

Collaboration Tool

Curipod (Marzuki et al. 2023), a software driv-
en by ChatGPT, has the ability to compress any
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long YouTube video, including speeches, live
events, and official meetings. For use in the class-
room, Parlay Genie creates higher-order thinking
questions based on an article, YouTube video, or
supplied topic. It makes use of ChatGPT’s capa-
bilities to offer engaging and thought-provoking
conversations that motivate students to partici-
pate in lengthy discussions and exercise critical
thinking.

Opportunities and Challenges of LLMs in
Education

Generally speaking, Artificial Intelligence (AI)
refers to algorithms that have been developed to
replicate, extend, or replace certain aspects of
human cognition or behaviour. Modern LLMs like
ChatGPT, parse and generate text by combining
artificial neural networks with billions of parame-
ters with massive text datasets. With potential
advantages, integrating LLM into education has
downsides. Table 5 demonstrated the key Chal-
lenges of AI in Education. Data privacy issues
(25%) and insufficient training of teachers (22%)
are the greatest issues observed in AI integration
into education. Most teachers do not possess
the ability to effectively utilise AI tools, so there
are sporadic adoption levels in organisations.
Moreover, research cautions that AI models are
capable of solidifying biases, as in the case of
reported AI bias by Bender et al. (2021) on education
material.

Furthermore, fears of AI over-reliance by stu-
dents (15%) point to the danger of students be-
coming passive consumers of AI-provided con-
tent instead of acquiring problem-solving and crit-
ical thinking skills. Table 4 indicates that examina-
tion performance increased by 14 percent follow-
ing AI uptake, but the long-term cognitive devel-
opment implications remain unknown. The poli-
cies of the institutions need to be framed so that
AI-enhanced learning is complemented with tradi-
tional pedagogy, whereby AI is a complementary
system and not a substitute for human teaching.

Opportunities

Personalised Learning

As seen earlier, LLMs can come up with per-
sonalised content for the students to learn so

that it becomes easier to manage the learning pro-
cess and have an adaptive pathway. Individual
student needs could also be met through the tu-
toring, which may include changing the level of
task difficulty depending on the results obtained
by students (Baker et al. 2019). In addition, as
Holmes et al. (2021) pointed out that LLMs can
also be employed for providing immediate feedback
and formative assessments in that students can rec-
ognise concepts or ideas they do not understand
hence enhancing learning.

Content Creation

Teachers can design the LLMs during the
construction of lesson plans, as well as quizzes
or exams so that they can save time on mundane
chores. These models can easily create educa-
tional material, ranging from different topics in
the sciences, with a lot of flexibility (Li and Li
2022). Also, LLMs are helpful in translating mate-
rial to be used in education, ensuring that the
information is understood by candidates without
an understanding of the dominant language.

Automation of Administrative Tasks

In terms of efficiency or effectiveness, LLMs
can partly handle administrative responsibilities
by using time and effort saving tools like graders,
schedulers, and reporters among others. This re-
sults in freeing the teachers’ time so that they can
spend the majority of their time delivering instruc-
tion rather than performing monotonous functions
(Norris et al. 2020).

Support for Special Needs Education

This includes text-to-speech for students with
reading disabilities, translation of sign language,
and captioning them for videos. Through the ap-
plication of this technology, learners who have
difficulties in participating in certain educational
activities can do so comfortably (Anderson 2020).

Challenges

Data Privacy and Ethical Concerns

In this respect, the following are the major
challenges. The first one is the protection of stu-
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dents’ data privacy. Table 7 shows adoption bar-
riers faced by educational institutions for AI-LLM
implementation in education settings. These in-
tricate models necessitate the analysis of an abun-
dance of data to perform efficiently and this has
prompted questions on how students’ data is gath-
ered, managed, and utilized (Shah et al. 2022). There
are also some issues of ethical implications related
to bias, since AI models tend to also extend and
deepen existing biases (Bender et al. 2021).

Cost and Infrastructure

The concept of LLMs’ application in educa-
tional systems are often most dependent on the
sole technological platform, and there can be a
problem of accessibility of this kind of support in
various schools, especially when focusing on
schools in developing countries or low-income
areas. In addition, the cost incurred for running
such models can be so expensive that it puts
schools with limited budgets off (Lan et al. 2020).

Misuse and Dependence

Although LLMs can be valuable resources at
their best, there can be the problem of misuse of
the same. They may rely on generated contents
and failure to the critical thinking and problem-
solving skills that are supposed to be developed
by the students. Sometimes, LLMs may produce
wrong or misleading information that can be det-
rimental to the learning process provided they
are not well monitored (Zellers et al. 2019).

Teacher Training and Acceptance

In order to help LLMs become a part of the
education system, teachers have to be provided
with learning on how they are supposed to apply

the tools in their practice. Thus, apprehensive-
ness towards change, in combination with the
absence of skills, can affect the implementation
of LLMs in classrooms (Holmes et al. 2021).

CONCLUSION

Integration of LLM in education has revolu-
tionised teaching and learning. Artificial intelli-
gence-based platforms such as ChatGPT, Khan-
migo, Gradescope, and Eduaide.ai are increasing-
ly common in areas of personalised tutoring, com-
puter-graded work, curriculum design, and trans-
lation. These platforms enable adaptive learning
through real-time feedback and personalised learn-
ing plans for students. AI is increasingly being
applied in schools to enhance administrative effi-
ciency, maximise content creation, and enable
learning among various student populations.
Research findings indicate quantifiable student
engagement, learning, and performance improvement
through the use of LLM.

The study indicates 20 percent student en-
gagement improvement, assignment completion
rate from 70 percent to 90 percent, and recall of
concepts from 60 percent to 80 percent. AI-based
tools have also promoted better performance in
exams and improved quality of research work.
Besides, automated grading tools have allowed teach-
ers to have less workload so that they can devote
more time to interactive teaching and mentoring of
students.

Despite these advancements, there are grave
impediments to the mass application of LLMs in
education. Data privacy concerns, AI bias, inad-
equate teacher upskilling, and infrastructure lim-
itations remain critical issues. Organisations are
imposing strict data governance policies, spend-
ing money on AI literacy training for teachers,
and working towards more explainable AI models

Table 7: Adoption barriers of LLMs in educational institutions

Barrier Description Percentage of institutions
affected (%)

High implementation costs AI models require expensive infrastructure 40
Lack of teacher training Educators need AI literacy programs 35
Data privacy concerns Risks of student data misuse 30
Resistance to AI adoption Traditional educators sceptical of AI tools 25
Dependence on AI responses Over-reliance on AI-generated content 20

Source: Author only
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to counteract these concerns. Inequities in ac-
cess to AI-driven resources remain, and more
policy interventions and technology innovations
are needed to enable widespread equitable adoption
through different educational institutions.

     RECOMMENDATIONS

Educational institutions should establish sys-
tematic ways to ensure the responsible AI usage
in education to achieve maximum potential out-
weighing its risks. Educator training courses need
to be augmented to impart educators with AI lit-
eracy competencies that will enable them to seam-
lessly integrate LLMs into pedagogical practice.
Institutions should incorporate strong data pri-
vacy practices to protect student data while ad-
dressing AI bias through ongoing training dataset
improvement. Infrastructure upgrades are imper-
ative to enable equal AI adoption, especially in
under-funded schools. New policies should be
developed to manage AI-generated content us-
age to prevent over-reliance on automated tools
by students. Ongoing research and multilateral
discussion among educators, technologists, and
policymakers will be central to the development of an
AI-based education system that enables improved
learning experience while maintaining         ethical
and pedagogical requirements.
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